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Abstract

As application systems live longer and grow in size and complexity, there is an ever increasing
need for methodologies, models and tools that can aid software builders in developing
maintainable, correct and consistent systems.  Imposing constraints, representing architectures,
conventions, guidelines, etc., on the software is one step in that direction.  One may distinguish
between constraints within programs, constraints between programs, and constraints between
programs and secondary storage.  A coherent set of constraints are collected in a software
constraint model.  Automatic verification tools are crucial to the usefulness of such models.
The paper describes a constraint model and a corresponding verification tool that have been
developed in a persistent programming environment.
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1 Introduction
Large, long-lived and data-intensive application systems that satisfy a complete area of
information-processing requirements, such as management information systems, health
management systems, CAD/CAM systems, CASE environments, etc. must continuously
undergo change in order to reflect change in their environments [18, 23, 27, 28].  To
satisfy new requirements, code must be modified, which in turn may cause its structure to
deteriorate [21] and introduce inconsistencies.  Making consistent changes to software is
difficult; it is easy to cause a mutation, but very hard to generate a viable one, particularly if
multiple copies have been shipped, etc.  A change in one place may have unintended effects
elsewhere; even minor local changes can have global impact [7].  Included in the
consequences are new errors (the ripple effect).

As a means to manage maintenance and correctness, this paper introduces the notion
of a software constraint model, denoting a coherent set of application independent
constraints defined over all the software used in an application system.1  The consistency
of a system is evaluated relative to such a model.  The constraints may support program
architectures, naming conventions and other aspects of a programming methodology.

1 The constraints of a software constraint model can be compared to what Date [13] refers to as “general
integrity rules” or “metarules” in databases.  “Specific integrity rules” express constraints in the real-world
application; general integrity rules are independent of a specific application but may depend on the type of
data model being used (e.g. the relational data model).
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The compiler of a programming language already performs many forms of consistency
checks such as type checking, ensuring declaration and unique naming (within a scope) of
identifiers, etc.  The constraint model is concerned with complementary checks, such as
those between programs and those between programs and data on a secondary storage.
The model supports standardisation and disciplined software construction and maintenance;
commonly agreed rules and conventions that should be adhered to in a given programming
environment are made explicit by the constraint model.  Well-structured software is a
requirement for easy maintenance in the future [17, 21].  The following three issues are
crucial to the success of a constraint model.

i) The actual constraints of the model  The constraints will depend on the programming
language(s), the programming environment, the programming methodology being
used, etc.

ii) Supporting tools  Automatic system analysis and constraint verification are desirable,
particularly for large and complex systems.

iii) A constraint specification language  In practice, a general constraint model should be
modified and extended according to increased knowledge about the development
process and changed working practices.  Local adaptations will typically be necessary.
Achieving flexibility calls for the provision of a general constraint specification
language.

The paper is organised as follows.  Section 2 presents examples of generally applicable
constraints belonging to three different categories.  A particular software constraint model
proposed in a persistent programming environment is discussed in Section 3.  An
environment supporting this model is the issue of Section 4.  Section 5 describes related
work.  Section 6 concludes.

2 Constraint Categories
This section discusses categories of constraints and gives examples of constraints
applicable to most programming environments, e.g. constraints that aim to prevent
redundant or duplicated code.  In a particular programming environment, where possibly a
particular methodology is adhered to, software builders and maintainers would benefit
from a tailored constraint model.  An example is the constraint model developed in a
persistent programming environment described in Section 3.

A violation of a constraint could be a logical error or could just indicate a situation that
might eventually cause problems.  For example, redundant type and value declarations do
not affect the functionality of a program but should be avoided since they may cause
confusion when someone tries to understand the program.  The programs become
unnecessarily large and complex, which may also impair performance and maintainability.

A constraint verification tool (Section 4) should give warnings when violations are
detected, similarly to the way modern grammar checkers work.  The tool should feature
optional selection of the constraints; programmers should be able to “switch off” the check
of individual constraints.  For example, a programmer may know that certain constraints
will not be adhered to during periods of development (typically during initial construction)
and may wish to avoid the noise of unnecessary inconsistency messages.

A constraint model may operate at several levels, as indicated by the following three
categories:
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i) constraints within programs2

ii) constraints between programs

iii) constraints between programs and a persistent storage

The following are examples of constraints within programs: “a declared identifier should be
used”, “a variable should be updated” (otherwise the identifier should be a constant), “a
variable should be accessed after update”, etc.

Constraints between programs operate at the application level.  One example is
constraints involving type definitions.3  For example, “all type definitions should be used”,
in particular, “some code should create instances of the type”, and “all components of a
type definition should be used.”  Moreover, “a type name should be declared only once
within an application system.”4  The reason for this constraint is that multiple declarations
of type names are confusing, require unnecessary compilation and are a potential problem
concerning change.  Maintaining consistency requires that all declarations describing the
same concept (e.g. Person) must be changed if the intention is to modify the
implementation of the concept (e.g. add a new attribute).  It is difficult to arrange that when
several programmers (responsible for several components) who require use of a common
type, each write out equivalent type definitions (particularly if they are complex).  It is even
harder to ensure that when the type is amended, the same amendments are applied in every
usage context.  One concept should therefore be represented by only one type definition.

Other constraints between programs may concern code involving data files, relations
in a database or other storing constructs for persistent data.  For example, “a storing
construct created in one program should also be written to and read from (unless intended
for export only) by at least one program”, “a storing construct should be created in exactly
one program”, “a storing construct should be deleted in one program only”, “for each
storing construct used by a program there should be a corresponding program that creates
the construct”, etc.

The paragraphs above discussed constraints that can be checked by static analysis of
source code.  In contrast, the constraints in the third group concern relationships between
source code and storing constructs present on a persistent storage at the time of analysis.
For example, “each storing construct present on a persistent storage should have exactly
one corresponding program that creates the construct (except for storing constructs
imported from an external application such as a library)”, “at least one program should use
the storing construct”, “a storing construct used in a program should be present on a
persistent storage (unless something else is indicated by the programmer)”, etc.  A check of
the last constraint may prevent run-time errors.  For example, a removal or renaming of a
file will often not be detected before a program attempts to access the file at run-time.

Names are central to system builders’ thinking and thus influence the way software is
organised.  Meaningful names are important for problem solving, understanding of

2 A program in this context is a unit of compilation, typically contained in a single file, but may be
represented by several files (e.g. assembled first by a pre-processor, held in a source code control system
like RCS, etc.) or may be extracted from one file.  The term module is often used in the literature
synonymously with our definition of program.
3 The term type definition used here corresponds to class in the object-oriented model, to relation type in
the relational model, etc.
4 This is a particular problem in systems where types can be defined in different scopes, but in relational
systems, for example, a relation name must always be unique due to flat name space.
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semantic structure and memorisation [8, 33].  Within an application people should use
names with a consistent intended meaning.  The choice of names for identifiers is crucial to
the readability of programs and is particularly important when trying to administer and
manage change.  Orthogonal to the constraint categories described above are conventions
for naming files, programs, directories, type definitions, procedures, variables, etc., for
example, “all type definitions should start with an upper case letter.”  Various naming
guidelines have been proposed in the literature [1, 15].  The important point is that there is
a naming scheme, not its exact form.

Two criteria must be present before a constraint should be introduced.  First, an
argument should justify why a constraint should be adhered to.  For example, regarding
the constraint that a declared identifier should be used, a study of FORTRAN programs
found a correlation between the proportion of unused variables and fault rate [10].  A
motivation for many of the constraints discussed in this paper can be found in [29].

Second, it is necessary to ensure that the constraints are of practical value.  Therefore,
we need to investigate current practice to identify constraints that are violated (otherwise
there is no problem).  For example, in a study of production PL/1 programs 28% of all
identifiers were reported unused [16].  In a comprehensive study of 20 applications built in
a persistent programming language, the adherence to ten potential constraints (see Section
3) were investigated [31].  The study showed that more than one third of all variables were
never updated and could therefore have been declared constants, 29% of all types were
repeatedly declared, etc.  The proportion of violation varied between 4% and 35%, which
confirmed the usefulness of the constraints.

The measurements reported in the previous paragraph show the proportion of
violations.  An evaluation of the practical value of a constraint should also take into account
the use frequency of the language constructs that the constraint relate to.  Studies of
conventional languages show that only a small subset of the languages is used in 90 per
cent of all statements [16, 19, 32].  Constraints relating to this subset are generally more
important than other constraints.

3 SPASM – A Software Constraint Model in a Persistent
Programming Environment

The Structured Persistent Application System Model (SPASM) is an example of a tailored
constraint model defined in a persistent programming environment.  The concept of
persistence tackles the mismatch between database systems and programming languages
[2, 12]; a uniform model for representations and operations on persistent and transient data
is provided.  Tools, programs and data may reside in the same store.  Many of the benefits
of persistent language technology have been described in the literature [3, 5, 6].

SPASM is couched in terms of the orthogonally5 persistent programming language
Napier88 [26].  (A similar model may operate in an object-oriented database context [4].)
A persistent store is organised in environments, which are extensible collections of
bindings.  Each binding is a quadruple: a unique identifier, a type, a value, and a
constancy.  The Napier88 system provides a mechanism for storing pre-compiled type
definitions in a database analogously to the meta-database used with conventional databases
to hold schemata.  Programs can be compiled against such type databases.

Programmers who share a common view of how to develop applications in their
environment form a particular programming culture.  Such cultures may differ considerably

5 All data values, whatever their type (including procedures), are allowed the full range of persistence.
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from group to group even though the programming language is the same.  Some of the
SPASM constraints are explicit formulations of rules and conventions in a programming
culture already adhered to by experienced persistent programmers.  Other constraints have
been defined as a result of the inconsistencies detected in the study reported in [31].  All the
SPASM constraints are believed to improve the maintainability of application systems and
can be both supported and exploited by change management tools.

As a means to improve the way applications are organised around the persistent store,
SPASM restricts each program to perform only one kind of operation on the store.  Any
program should belong to exactly one of the following categories:

• Insert-program – inserts at least one binding into an environment in the persistent store
but neither updates a persistent location nor deletes any binding.

• Update-program – updates at least one persistent location but neither inserts nor
deletes any binding.

• Drop-program – deletes at least one binding but neither updates a persistent location
nor inserts any binding.6

• Startup-program – uses at least one binding but neither changes the binding to a
persistent location, nor inserts or deletes any binding.  A startup-program’s
distinguishing feature is that it does not change any of the bindings in any persistent
environment; it typically invokes an interactive menu or any persistent procedure.

• Type-program – its contents are exclusively type definitions.

Several constraints help ensure adherence to an incremental construction methodology
based on updatable persistent locations [14].  Using the methodology, insert-programs
create stub locations in environments, one for each component of the application. For each
component, an update-program finds bindings to locations of components required by the
component under construction. The update-program creates the new component with
bindings to these locations, and updates the component’s location with the newly
constructed version.

The programming methodology describes criteria of the construction and maintenance
process of the product (the application system); SPASM describes criteria of that product.
SPASM and the methodology mutually support each other (Figure 1).  Obtaining an
application system compliant with SPASM is simpler (but is still not guaranteed) if the
methodology is adhered to during construction and maintenance.

Construction and Maintenance
Methodology

SPASM

supports
imposes structure on

Figure 1:  Relationship between SPASM and the methodology

6 “Delete” is called “drop” in Napier88 terminology.  These terms are used synonymously in this paper.
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The following are examples of SPASM constraints: “programs and data in the persistent
store should be used in at least one application program”, “a persistent variable binding
should be updated in at least one application program”, “an update-program should update
only one persistent location (typically containing a procedure) or a coherent group of
persistent locations contained in the same environment”, etc.

Some of the constraints can be expressed in an Entity-Relationship diagram7 (Figure
2) describing relationships between the type definitions, program categories, persistent
locations, environments and other kinds of binding.  The arrow texts should be read from
the entity on the left of the relationship to the entity on the right.  The diagram shows, for
example, that a persistent location is associated with exactly one update-program, but one
update-program can update several persistent locations.

type-
program

application-program

insert-program

drop-program

update-
program

inserts

startup-
program

type
database

type
definitiondefines

environment

binding

persistent
location

program

uses

uses

removes

updates

uses

B

Legend:

A

An instance of B is associated with null or more instances of A.

An instance of B is associated with exactly one instance of A.

BA

BA An instance of B is associated with one or more instances of A.

An instance of B is associated with null or one instance of A.BA

Figure 2:  ER diagram of programs, bindings and type definitions

7 This kind of Entity-Relationship diagram is one of many variants of the original definition [11].
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Another category of SPASM constraints concerns ordering.  First, “there should be a
partial order [20] among the type-programs.”  This is a requirement for compilation.
Determining a partial order may be a non-trivial task if there are several type-programs with
dependencies between them.  Second, “there should be a partial order among the insert-
programs.”  To enable system installation in a persistent programming environment, the
bindings used by one insert-program must already have been inserted into the persistent
store by another insert-program before the former can be executed.  This is always possible
if a partial order exists among the insert-programs.

SPASM was tailored to a persistent programming paradigm.  Application development
according to other programming paradigms will have other particular problems, and a
constraint model would have to be developed accordingly, but many of the SPASM
constraints represent ideas that are generally applicable.

4 Constraint Verification
The success of a constraint model depends heavily on a supporting environment that
automatically checks constraint adherence and provides relevant information in the case of
violation.  Figure 3 shows the components of such an environment.

EnvMake is a persistent programming tool that, among other things, verifies programs
against the constraints of SPASM.  In the case of constraint violation, EnvMake informs
the programmer about the kind and source of violation.  As an example, Figure 4 shows
EnvMake's output after a check of the constraint that a program should belong to one
category only.  The two programs newPerson.N and personInfo.N perform more
than one kind of operation on the persistent store.

Source 
code

Bindings in 
persistent 

store

Application system

EnvMake 
constraint 

checker

Thesaurus

SPASM 
constraints

Violation 
messages

Rectification by 
software builders

Figure 3:  A constraint support environment
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CONSTRAINT VIOLATION: MORE THAN ONE STORE OPERATION WITHIN A PROGRAM
-------------------------------------------------------------------------------
PROGRAM                         BINDING                      OPERATION
-------------------------------------------------------------------------------
Personnel/newPerson.N           newPerson                    insert
Personnel/newPerson.N           newPerson                    drop
Personnel/personInfo.N          personInfo                   insert
Personnel/personInfo.N          personInfo                   drop
Personnel/personInfo.N          personInfo                   update
-------------------------------------------------------------------------------
Number of programs: 2
-------------------------------------------------------------------------------

Figure 4:  A constraint violation table produced by EnvMake

EnvMake does not analyse the applications directly but uses the information stored in the
thesaurus – a meta-database that integrates the notions of data dictionary in the database
area and cross-referencer in the programming language area [30].  The thesaurus holds
fine-grained, enhanced cross-reference information about all user-introduced names
occurring in the source programs of an application and the names of the bindings to code
and other data in the associated persistent stores.  Information relevant to EnvMake is:
name, type, constancy of an identifier and usage and context of identifier occurrences.
Usage indicates how the identifier is being used, e.g. declaration or use of a type identifier,
or declaration, left context or right context of a value identifier.  Context indicates whether
the identifier occurs in an operation on the persistent store or as a declaration of a type
parameter, procedure parameter, structure field, variant tag, etc. or as a dereferenced
structure field, projected variant, etc.
All the contents of the thesaurus are automatically maintained.  The whole application
system is analysed, and the thesaurus updated, regularly at times specified by the user, for
example daily at 02:00.  A full analysis and update can also be initiated at any time.

Both EnvMake and the thesaurus tool are implemented in Napier88.  The provision of
persistence enables the thesauri, as well as the tools, to be contained and integrated in the
persistent store like any other values.  It should be emphasised that because the thesauri are
in the same store, the thesaurus can be automatically constructed and updated with
guarantees of consistency with the data that they describe.  Moreover, constraints
concerning the whole processing environment can easily be verified, e.g. constraints
between programs and other objects (bindings) in a persistent store.

There are generally many ways of violating the SPASM constraints, and for each
violation there are generally several ways of rectification.  For example, if a type definition
is never used, the programmer could modify or create a new program that will use the type
definition, or she could delete the type definition.  One may envisage a tool that automates
the latter but not the former.  In general, since it is a semantic problem how to rectify
inconsistent states, fully automatic supporting tools seem infeasible, but future research
should investigate the possibility of semi-automatic tools that interact with the programmer.

5 Related Work
Many modern compilers, e.g. [9], can be instructed to give warnings if constraints within
programs such as those mentioned in Section 2 are violated.  However, it might be easier
to use a tailored constraint analysis tool that is decoupled from the compiler, and which
would typically be invoked after the program has been verified as syntactically correct.
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The Law of Demeter [22] intends to improve the style and structure of object-oriented
programs.  The law imposes constraints on how member functions are allowed to call each
other, which may reduce coupling among classes.  Two transformations have been defined
that modify any program to become consistent according to the law in the case of violation.

To support Ada software builders in incremental development, the AdaPIC tool set
[34] provides consistency analyses on interfaces within and among modules.  Consistency
violations are divided into errors and anomalies.  The latter indicate situations that might
eventually cause problems.

Meyers and Lejter [25] have identified several conditions in C++ programs that
indicate programming errors, but that are not language errors detected by a compiler (even
though there are compilers that give warnings for some of the conditions).  To help prevent
such errors, Meyers et al. [24] developed the C++ Constraint Expression Language
(CCEL) – a meta-language for C++ that enables software builders to specify a whole range
of constraints on programs.  Violations are automatically detected.  In CCEL one can also
specify parts of a system (files, functions or classes) where the constraints should (or
should not) apply.  CCEL is a language for constraint specification and verification.
Hence, the support for extensibility is more sophisticated than that of EnvMake, where the
verification is hard-wired into the tool.

Common to the work described above is that the constraints concern source code only.
In contrast, SPASM and EnvMake also include constraints that involve components on a
secondary storage; the persistent language technology and the thesaurus information enable
formulation and verification of constraints concerning the whole processing environment.

6 Conclusions and Future Work
Constructing and maintaining large and long-lived application systems, with possibly many
people involved, are complex tasks.  To achieve maintainability and correctness, it is
crucial software builders adhere to practices and conventions that have proved useful.
Standardisation may eliminate peculiar programming styles and may simplify collaboration,
software reuse, etc.  The notion of a software constraint model introduced in this paper is a
means to achieve such standardisation.  The constraints should be formal enough to be
automatically verified by a supporting tool.

The exact form of a constraint model will depend on the actual culture and
environment, even though the paper describes some constraints that are generally
applicable.  An example of a constraint model is SPASM, which was defined in a
persistent programming environment and which encourages compliance with a certain
persistent programming methodology.  As is often the case for guidelines, adhering to
SPASM seems awkward for small applications, and some developers may feel that their
personal programming style is unnecessarily constrained.  However, it is an investment
that will pay off in the long run, particularly in a community of software builders
constructing and maintaining large and complex application systems.

A tool called EnvMake has been tailored to support the SPASM model.  For each
violation of a constraint, EnvMake gives a warning and indicates the source of the
violation.  It is then the responsibility of the programmer to rectify the inconsistent state.
(An enhanced version of EnvMake could often offer a solution.)

If a programmer complies with SPASM, EnvMake provides more assistance than just
checking the SPASM constraints.  One example (not discussed in this paper) is automatic
build management, including smart recompilation [29].
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The reported research has been conducted in the context of a persistent programming
language (Napier88).  Since the same language is used to represent and manipulate
transient and persistent data (including code), it is easy to formulate and verify constraints
between programs, and constraints between programs and secondary storage.  It is more
complicated, but still possible, to implement similar constraints in the context of
conventional language technology.

The current implementation of the SPASM verification is hard-wired into EnvMake.
Of course, the default SPASM constraints will not be adequate or sufficient in all cases or
in all cultures.  Hence, a major issue for future work is how to design and implement a
constraint specification language (similar to CCEL [24]) that is tailored for and exploits the
software engineering features of persistent language technology.

The constraint models discussed in this paper focus on system implementations.
Future constraint models may be extended to also operate on design structures, data model
specifications, etc., enabling other phases of the life cycle to be supported as well.
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